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Summary. In this paper we introduce an extension of the Fast Marching Method
introduced by Sethian [6] for the eikonal equation modelling front evolutions in
normal direction. The new scheme can deal with a time-dependent velocity without
any restriction on its sign. This scheme is then used for solving dislocation dynamics
problems in which the velocity of the front depends on the position of the front itself
and its sign is not restricted to be positive or negative.

1 Introduction

In this paper, we propose a new Fast Marching Method for the following
eikonal equation

u(z,y,0) = u’(z,y) Q C R% (1)

{ut(x,yﬂf) =c(z,y,t)|Vu(z,y,t)] Q CR?x (0,T)
This equation describes the propagation of a front Iy = 02, where 2, =
{(z,y) € Qs.t.u(x,y,t) > 0}, with a normal speed ¢ = ¢(z, y, t)n.
We consider here the case where the velocity c¢(z,y,t) depends on time without
any restrictions on its sign.
The main objective is to extend the Fast Marching Method to the following
non-local Hamilton-Jacobi equation
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u(z,y,t) = (@, y) * [uf(z,y,8)[Vu(z,y,t)] Q CR*x (0,T) @)
u(z,y,0) = u’(z,y) Q C R

The 0-level set of the solution of (2) represents a dislocation line in a 2D plane,
here the kernel c® depends only on the space and * denotes the convolution
in space (see [4] for a physical presentation of the model for dislocation dy-
namics).

To approach this problem, we first attack equation (1) generalizing the Fast
Marching Method (FMM), introduced by Sethian [6], to fronts propagating
with local speed c¢(z,y,t) without any restriction on its sign . We will come
back to equation (2) in the numerical section and in a future work.

It is well known that FMM is based on the following equation

o(@,y)|VT (z,y)| =1 3)

which is the stationary version of the equation (1) when ¢ = ¢(x,y) > 0 or
¢ = c(z,y) < 0 (see [7]). The front can be recovered as the level sets of the
function T'(x,y).

In classical FMM the computation of the solution proceeds in an increasing
order accepting at each iteration the smallest value of the nodes in the current
narrow band (see [6] and [5]). The minimal value of the narrow band can be
considered ezact (within the discretization error) in the sense that it can not
be improved in the following iterations. This result allows us to deal easily with
a time-dependent speed function using the current minimal value of the narrow
band as time ¢t and then to evaluate the speed function ¢(x,y,t) during the
computation. Using this basic idea, Vladimirsky [8] extended FMM to a signed
explicit time-depending function ¢ = ¢(z,y, t) and proved that in this case the
evolution of front can be recovered as the level set of the time-independent
function T'(x,y) which is the unique viscosity solution of the equation

c(x,y, T(x,y))IVT (2,y)| = 1. (4)

In order to treat the non-monotone case in which speed is allowed to have
different signs in different regions and/or to change sign in time, we introduce
some important modifications to the classical scheme.

1) We perform a slight modification of the function c. If there are two or
more regions with different sign for ¢ at the same time, we force the speed
to be exactly zero on the boundaries of these regions so that the evolution of
the front in each region can be considered completely separate. The modified
function will refer to as numerical speed and it will be indicated with ¢.

2) Our new narrow band is the set of nodes which are going to be reached by
the front and the nodes just reached by the front. This allows to deal with
changes of sign of the velocity in time.
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2 The FMM algorithm for unsigned velocity

In this section we give details for our FMM algorithm for unsigned velocity.
We describe the evolution of the front I using an auxiliary function:

1 ifu(z,y,t) >0
—1 otherwise.

o(ot) = {

Notations and preliminary definitions

We consider a grid Qa = {(i,7) € Z* : (z;,y;) = (i4,jA) € Q} with space
step A, we indicate with 0 < #; < ... < t, < ... <ty < T a non uniform grid
on [0,T], where t,, is the physical evolution time computed in each iteration
of the FMM. We note that the partition of the time interval is not known a
Priori.

We introduce some definitions which will be useful in the sequel.

Definition 1. We define neighborhood of the node (i,j) the set

V(i,7) ={({,m) € Qa such that |(l,m) — (i,j)| = 1}.

Definition 2. Given the speed i = c(x;,y;,tn) we define the numerical
speed

0 if thereexists (I,m) € V(i,j) such that
Ci' (chch < 0and |CZ]" S ‘c?,mD’

cit; otherwise.

9
Il

Definition 3. Given 07; = 0(z;,y;,tn) we define the fronts FY! and F by
F! =V(E)\E, where E={(i,j) €Qa: 0]';=F1} and F"=F!UF".

Fig. 1. The two Fronts

Remark 1. We should point out that the main difference with respect to the
classical FMM algorithm is the presence of two fronts: Fy and F_ (see Fig.
1).

If the speed is positive (negative) the front propagates using only the infor-
mation coming from Fy (F.).
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Description of the FMM algorithm for unsigned velocity

We need a discrete function 77 to indicate the approximate physical time for
the front propagation on the nodes I = (, ) of the fronts.

Initialization

Stepl. n=1
Step 2. Initialization of the matriz 6°
00 — 1 lf (a:i,yj) €
TE 1 i () € Q\ 2
Step 3. Initialization of the time on the fronts
TP =0 for all I € F°

Main cycle

Step 4. Computation of T}‘fl.

n—1 : n—1
We define 77! = {TJ 7€ P Let 1€ P21, then

oo else

a) if £6771 <0, TP = o0,

b) if ié?_l > 0, then we compute T}’_l as the greater solution of the
following second order equation:

2 2
- . A 2
) (mfx (O,T}H - Tf,,i,i)) N T

P [k
2 2
S e Az)? _
3 (mﬁx (0,77 - lei,i)) - % it e PPt
k=1 |01 \
where

o[£ ifk=1
"Gt if k=2

Step 5. £, = min {T}“l, Ie F”fl}
- tn if ¢, < o0
Step 6. tn_{tnl—l—éiffn:oo
where J is a small constant, see following Remark 1
Step 7. t, = max(t,_1,%,)
Step 8. ift, =t,_1+d gotod withn:=n+1
Step 9. Initialization of new accepted points
NAY ={Ie F" ', Tp~ ' =1,}, NA" = NA" UNA"
Step 10. Reinitialization of 6™
-1 if IeNAY
0 =<1 if ITe NA™
07" else
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Step 11. Reinitialization of T
a) If T € F\V(NA") then T} = 77"
b) If I € NA™ then T} = t,
c) If I € (Fr~'NV(NA")\(NA"), then TP = Tj~*
d) If I € V(NA")\F"~! then TP = t,
Step 12. Go to 4 withn:=n+1

Remark 1. The time computed in step 5 is the physical time, instead £ in step
6 is an artificial time that allows to advance in time in any case. For example,
if at the iteration n we have ¢~ = 0 VI € F{', then there will not be new
accepted point. As consequence the algorithm will be blocked. The term ¢
have to be small enough (like ﬁ) More details will be given in a paper in
preparation focused on the convergence of the scheme.

Possible large time step could be computed when the speed is close to zero so
that £,, could be very large. For this reason in step 8 we bound the size of the
time step by 4.

Remark 2. In step 11 we change 77 only if a point of the neighborhood of 1
has been accepted.

Boundary conditions on 9Q A

The management of the boundary conditions is quite simple. As in the classical
FMM (see for example [5]), we can assign to the nodes of the boundary a value,
like +o00, such that these nodes will not contribute at the computations. Then,
at the end of the algorithm, these nodes will be cut off.

3 Numerical tests

3.1 Given velocity

We present some simulations which show the good behaviour of this new
scheme. We propose a first test regarding the rotation of a line. We consider
the square [—1,1]? and we approximate the evolution of a line crossing the
{x = 0} axis with the velocity c(x,y,t) = —z. We set §° = —1 above the line
and #° = 1 below. Formally, one expects that a straight line remains a straight
line for all ¢ > 0 and that it rotates around the axis {x = 0} (where the velocity
is zero). Indeed, let us consider a generic straight line r = {(z,y) : y = ax +b}
and a point (zg,yo) € r. We denote by (x1,y1) the image of (xq,yo) after the
time At. A first order expansion gives

Atl’o

(w1,91) = (z0,%0) — \/ﬁ(_a’ 1)

Then
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Fig. 2. Rotation of a line

since (z1,y1) satisfies the equation of a line we deduce that a straight line
always remains a straight line. Fig. 2 shows that our algorithm computes
what one expects.

Moreover, one can observe that the velocity of rotation of the line decreases
when it approaches the axis { = 0}. This is due to the fact that the velocity
decreases near this axis.

We propose a second test regarding the evolution of a circle centered in
the origin, with a speed c¢(z,y,t) = 0.1t — z. As shown in Fig. 3, the circle
translates on the left and propagates in a self similar way. This test is run
with Az = 27/300. The front is plotted every 0.5 physical time iterations
with final time 7' = 5 and the solution is compared with that approximated
by the classical finite difference scheme for equation (1).

Fig. 4. Evolution of a circle with the
Fig. 3. Evolution of a circle with FD FMM

Finally we propose a third test regarding the evolution of two circles. We
set §° = 1 inside the circles and #° = —1 outside. We choose a velocity which
changes sign in time, ¢(x,y,t) = 1 — t. This test is run with Az = 27/300.
The front is plotted every 0.2 physical time with final time T" = 2.6.

In Fig. 5 and 6 we show the result and we compare it with the approximation
computed by the classical finite difference scheme for (1).
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&

Fig. 6. Increasing (left) and decreasing (right) evolution of two circles by classical
FD scheme

3.2 Dislocation Dynamics

As we said in the introduction, our method can be extended to disloca-
tions dynamic problems. In this case, we introduce a time step At and
we consider a uniform grid over the time interval [0,7], At = % with
tm = mAt,m=0,...,N.

We consider the function ¢ as time-independent in each interval At,, =
[mAt, (m + 1)At]. Once the algorithm completed the computation for the
front’s evolution in every interval At,,, it updates the speed function. We
need to fix the velocity on each time interval At,,, since it depends on the
front itself. This avoid spurious oscillations which arise when the velocity is
updated before all the nodes of the front are evolved for a physical time At.
We propose one test regarding the relaxation of a dislocation line with sinu-
soidal shape. The Problem (2) is approximated in [—1,1]? with

w(.9.0) = {—1 if y +0.3sin(am) <0
1 otherwise.

We refer to [3] for the computation of the discrete convolution and for the
description of the physical kernel. We remark that in this case the front has
speed with different sign. In fact the upper part of the sinusoidal line moves
to the left and the other part moves to the right. The three points where the
line changes convexity do not move since they have speed equal to 0.

This test has been run with Az = 0.01, At = 0.1 for a final time T=4. Fig.
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7 represents the 0-level set of the discrete function 6 plotted every 10 time
iterations.

Fig. 7. Relaxation of a sinusoidal dislocation line
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